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Résumé
After recalling generally accepted models for representing human dialogues and the different types of human memory, we review goal
oriented dialog systems and chatbots, detailing both dialog models and memory-based systems. From some recent investigations about
core human language working hinting at reflective aspects, we explain how we think that the recent advances in adversarial learning
could provide an interesting research avenue for improving goal oriented chatbots architecture, by injecting in the usual representation
triple: dialog turn, dialogue history and knowledge base, more cognitive oriented aspects inspired by the human memory model.

1. Dialog and memory
Dialog acts can be defined as the meaningful exchange

of utterance between two or more people where they both
take alternatively the role of hearer and of speaker. (Mann
et al., 1977) propose the "dialog game model" based on the
respective goals of each interlocutor, in which every utte-
rance is expected a priori to contribute to the fulfillment
of the (final) dialog goal in addition to providing clues
about the personal goal of each interlocutor in turn (Bunt,
2011). Any autonomous systems whose behaviour is more
elaborate than a mere set of reflex actions in reaction to
changes in his environment, needs to have some sort of
dynamic memory in order to take context dependent de-
cisions. In a conversation, the memory is at the center of
the decision-making process both for language processing
and co-construction of the dialog (Vollmer et al., 2014). A
dialogue between two persons has three main drives : em-
pathy, experience and knowledge. Empathy allows a hearer
to understand and interpret the speaker emotional state and
"normalize" the speaker utterance accordingly. The expe-
rience helps the hearer to enrich the context of the current
conversation with information from previous interactions
(Asghar et al., 2017). Finally, the knowledge is a store
of information representing the beliefs one has about the
world and human culture. If someone says "Hi", while loo-
king at you, your knowledge informs you that this person
is greeting you. The question is : how this trinity works,
and how are we capable of processing all this ?

Memory is a key element in the process. (Atkinson
and Shiffrin, 1968) define memory as "the ability of an in-
telligent system to record, preserve, and recall past expe-
riences to interpret present experiences." They distinguish
three kinds of memory : (I) sensory (Klatzky, 1980), the
instant perception of a element, (II) short-term (Sperling,
1967) and (III) long-term (Rudner and Rönnberg, 2008).
(Squire and Zola, 1996) precise the model and explains
that long-term memory is divided into (III.a) declaratory
and (III.b) non-declaratory memory. (Greenberg and Ver-
faellie, 2010) refers to (III.a.1) episodic memory (auto-
biographical and egocentric records of past events) and
(III.a.2) semantic memory (general exocentric records),
which together make a sort of self-made knowledge base

about the world. (Ebbinghaus, 2013) describes the backup
concept that allows information to be stored in the long-
term memory. (Miller, 1962) calls non-declaratory me-
mory (III.b) procedural memory, which corresponds to
what humans unconsciously retain, in particular proprio-
ceptive routines, e.g. when playing a musical instrument.
Short-term is actually a generic term that includes
(cf Fig. 1) : (II.a) working memory (Baddeley, 2010)
to process short-term information, the phonological loop
(Baddeley et al., 1998) to receive sounds and interpret
them and the visio-spatial notebook (Baddeley, 1995) to
make a mental representation of the information. Short-
term memory lasts only a few seconds (7 to 12) accor-
ding to experiments 1. Concepts are transformed into in-
formation that is encoded and stored into long-term me-
mory. These are the retention and recall mechanisms (Bod-
ner and Lindsay, 2003). (Bangerter, 2004) talks about joint
attention to explain the focus of all interlocutors on the
same conversational entity. This attention is focused on the
words exchanged in a dialogue. (Cintrón-Valentín and El-
lis, 2016) describe it as linguistic salience where a hearer
summarizes the main theme of a locutor utterance by selec-
ting the most salient words. During a conversation, when
one hears an utterance from the interlocutor : the sensory
memory intercepts the most salient information and stores
it in only a few miliseconds, before sending it to the wor-
king memory. There, it will be preserved until an interpre-
tation can be produced. The working memory acts like a
buffer while the long-term memory is interrogated to ex-
tract the information needed for interpreting the last utte-
rance. First the episodic memory is searched for similar
events. When one is found, the semantic memory is sear-
ched for the corresponding general meanings and cultural
knowledge. All these information are synthesized back into
the working memory, which evaluates what information to
keep. This back and forth transfer between working and
long term memory stops when enough confidence in the
current understanding is achieved and the ensuing action
can be decided. The dialogue model of (Clark and Mar-
shall, 1981) has five parts : (1) environment, (2) speech

1. https://www.cognifit.com/science/
cognitive-skills/shortterm-memory
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morpho-syntaxique, résolution des coréférences,
analyse syntaxique),

‚ mais aussi une composante de gestion de dialogue,
qui utilise les connaissances du domaine spécifique
de la tâche pour analyser l’entrée, à un niveau séman-
tique et pragmatique, afin de générer la sortie appro-
priée,

‚ et même l’analyse et la génération des émotions, à
travers le traitement de la prosodie (rythme, accent
et intonation),

‚ sans oublier l’analyse des autres modalités non-
verbales (regard, gestes, expression faciale, etc.).

La seule façon d’évaluer la qualité d’un système de RAP
est demener une évaluation sur des données de test cor-
respondant à l’application. Plusieurs systèmes basés sur
des approches différentes peuvent être comparés dans
des campagnes d’évaluation, telles que celles organisées
aux États-Unis par le NIST (National Institute of Stan-
dards and Technology) pour la DARPA (Defense Ad-
vanced Research Projects Agency) depuis 1987.
Le tableau de la figure 8 montre les progrès réalisés par
les systèmes de reconnaissance automatiques de la parole
au fil des ans, à travers les campagnes d’évaluation inter-
nationales menées par le NIST. Apparaît sur ce tableau
la meilleure performance obtenue cette année-là, en
termes de taux d’erreur sur les mots (WER) selon une
échelle logarithmique (l’effort pour passer de 100%d’er-
reurs (le système ne reconnaît correctement aucunmot)

à 10% d’erreurs étant comparable à celui requis pour
passer de 10% à 1% d’erreurs). Les tâches deviennent

de plus en plus difficiles au fil des années (d’abord avec
un langage de commande vocale artificiel de 1000mots,
puis pour la dictée vocale (20 000mots), la transcription
d’émissions de radio ou de télévision (anglais, arabe et
chinois mandarin), la transcription de conversations té-
léphoniques (également en anglais, arabe et mandarin),
la transcription de réunions, etc.), dans des conditions
variables (temps réel ou non, différentes qualités de prise
de son, etc.). Nous voyons que pour certaines tâches, les
performances des systèmes sont semblables à celles d’un
auditeur humain, ce qui rend ces systèmes exploitables
et commercialisables (pour des langages de commande,
par exemple). Par contre, il est clair que pour des tâches
plus complexes, les performances s’améliorent plus len-
tement, justifiant la poursuite de l’effort de recherche.
La connaissance de ces performances est précieuse pour
déterminer la faisabilité d’une application sur la base du
niveau de qualité qu’elle requiert. Par exemple, un sys-
tème de recherche d’information sur des données au-
diovisuelles ne nécessite pas de très hautes performances
dans la transcription de la parole, contrairement à un
systèmededialogue oral utilisé pour des tâches critiques.

Transformer un message écrit en un signal de parole est
effectué par un module de synthèse vocale. Ce message
peut être un texte (synthèse à partir du texte) ou la sor-
tie d’un système de dialogue interactif. Aujourd’hui, la
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FIGURE 1 – Cognitive memory and spoken dialogue sys-
tem standard functional architecture
from (Mariani et al., 2012) and www.human-memory.net

turn, (3) history of the dialogue, (4) experience of the in-
terlocutors and (5) knowledge of the interlocutors. If we
compare this to the human memory model, we find the fol-
lowing mapping : sensory memory (speech turn), working
memory (history of the dialogue), episodic memory (expe-
rience), and both semantic and procedural memory (know-
ledge). The sensory memory is the capacity of the agent
to have a representation of the user profile model like in
(Janarthanam and Lemon, 2014). It also gets the most sa-
lient data in the input and transfers all the information to
the working memory. The working memory is the current
speaking turn retention and a specific number of previous
turns tracks, according to the sensory memory’s informa-
tion. It is the central computer of the information proces-
sing during a conversation (Sauseng et al., 2005). Then,
the working memory encodes the information it kept in
the long-term memory, where are stocked previous conver-
sations (episodic memory) and world knowledge (seman-
tic memory)(Sieber and Krenn, 2010a), with all the user’s
intentions and the utterances associated, so it can decide
the best answer to provide. Then, the working memory re-
trieves the information encoded in the long-term memory
so it can send the information to the response generation
processor. The next question now is : what about memory
in computational dialog systems?

2. Goal-oriented dialog systems
Compared to chat-oriented dialog system (chatbot), the

purpose of which is to maintain a small-talk conversation
with a human user, a goal-oriented (GO) dialog system
is meant to resolve a pragmatic real-life problem (tickets

booking, CRM issue...). In any GO system, there are three
elements : the NLU module (understand the user’s input),
the dialogue policy, including the dialogue management (to
decide where to look for the right answer according toNLU
module input’s comprehension) and the NLG module (how
to generate a proper natural language (NL) answer accor-
ding to what the DM found out). (Wang, 2018) proposes a
survey of GO dialogs since ELIZA (Weizenbaum, 1983),
the very first dialogue system, until recent systems. The
GO motivation is mostly industrial because it is about sol-
ving simple (but not always easy) problems of people wi-
thout having to interact with a human agent. Therefore, we
part from the hypothesis that the user is "relatively" col-
laborative and prioritize the reaching of his.er goal over
anything else.
In the early 20’, the retrieval-based approach was the most
advanced dialog model. A system implementing the model
is capable of giving a right answer in a very high num-
ber of cases by parsing the question and searching in its
knowledge base what is the closest possible answer. It is
popular because adapted for reusing information extracted
from previous dialogs to compute new replies, like in the
emblematic Watson system (Ferrucci et al., 2010). Never-
theless, in a recent experiment (Schaub, 2017), we have
observed that better performance than IBM Watson can be
obtained with freely available toolkits off the shelf, (sk-
learn, keras) when evaluated by human on the same task
and the same corpus in an industrial context, proving that
private solutions don’t always work so well. (Young, 2006)
show that the POMDP is a good way to model a dialogue
system because of the evaluation function inherent to the
process, good for accuracy of decision management esti-
mation. (Young et al., 2013) uses it to optimize the agent’s
choice when providing the answer. Because of it’s proba-
bilistic nature, the POMDP fits well with goal oriented dia-
log requirements : the dialog manager can decide in a non
deterministic way the best answer to provide.

Recently, (Wang, 2018) reports that the best performing
neuronal approaches are the ones based on LSTM and the
ones using reinforcement learning (RL) like (Weisz et al.,
2018). Accordingly, the survey from (Chen et al., 2017)
identifies LSTM and RL as most performing approaches,
in particular in conjunction with active learning (AL) ap-
proaches (Asghar et al., 2016), where the learning material
provided by the users feedback is sorted and filtered accor-
ding to the amount of new information it contributes : Fig.
1. The LIHLITH project (Agirre et al., 2018)studies how
to modify the dialog system architecture to use lifelong
learning for training a chatbot even in production mode.

2.1. Dialog models overview
The most common dialog model is (Dialogue State

Tracking or belief tracking). StateNet gets the best results
for now (Ren et al., 2018). It is a universal state tracker.
(Mrksic et al., 2016) build the first neural system that
achieves better results than symbolic ones. The frame tra-
cker model (Schulz et al., 2017) allows the system to free
itself from the immediate user intent search. (Ultes et al.,
2019) developed the conversational entity model, which
abandons traditional dialogue turn to focus only on the re-



FIGURE 2 – "end-to-end" system model

lations between conversational entities which they define
as : "a virtual entity that exists in the context of the conver-
sation and is either a conversational object or a conversa-
tional relationship". This is a huge advance in the dialog
systems investigation because it would mean that a dialog
system must not consider a conversation as a linear list of
dialog turns, but as a graph where different slots containing
information and relation between information are the "me-
mory" of the conversational agent.
(Asghar et al., 2017) explored emotion in dialogue and
showed that analyzing user emotions improved system per-
formance by altering the expected answer according to
emotional state of the user. We will introduce works fo-
cused on the place of the memory in the conversational
agent.

2.2. Memory-based dialog systems
The question of a cognitive memory inside an agent

has already been raised by (Rhodes, 1997) to specify a
prototype agent capable of remembering its interactions,
arguing that it would improve the answer decision of the
conversational agent. (Sieber and Krenn, 2010b) imple-
ment the difference between episodic and semantic me-
mory in a dialogue system. The results show that by buil-
ding a graph of previous conversations (experience) for the
agent, independently of the knowledge base, the agent is
able to resolve partially the coreference issue and to un-
derstand more accurately the user intentions because it can
make the difference between dialog memory and know-
ledge memory. (Vetulani, 2005) talks about the problem
of exception in dialogue : i.e. the ability of a computa-
tional system to produce local assumptions from previous
speech turns. Some dialogue-specific networks such as
"memory networks" (Wan et al., 2018) also show good
performances. Recently, (Kim et al., 2019) have combi-
ned these memory arrays with Bi-LSTMs (Schuster and
Paliwal, 1997) to build an end-to-end system with very sa-
tisfactory results when evaluated at the DSTC6 (Hori and
Hori, 2017). On this occasion, they showed that building
an end-to-end system, where the three dialogue module are
merged together can achieve better results than the sepa-

ration of the three. (Zhang et al., 2018) also talk about
long-term memory accessible through the content in their
system. By making this memory more complex, the agent
is able to better distinguish the differences between two
records and refine his response accordingly. (Chen et al.,
2018) have built a model based on hierarchical memory ar-
rays that allows a conversational agent to make the link bet-
ween speech turn and long-term memory through a conti-
nuous process of knowledge base querying during speech
act perception is closer to human behaviour and gives very
good results. (El Asri et al., 2017) study in detail the
role of cognitive memory in conversational interaction and
created a corpus with annotations showing for each speech
turn the type of focus. The corpus shows that according
to some context, similar inputs can be interpreted and ans-
wered differently. We have just seen that the attention in
goal oriented chatbot development has been put on the im-
plementation of memory model with cognitive aspects, but
this works did not take into account the reflective dimen-
sion of language processing hypothesized by some recent
works, which we will introduce in the next section in sup-
port of our interest for adversarial learning.

3. Adversarial learning
Among the three kinds of theories which address the

nature of speech units, recent works have put focus on
the perceptuo-motor theory (Schwartz et al., 2008), for
instance with the COSMO model (Barnaud et al., 2017)
were five probabilistic variables define the model of speech
units, incorporating both the role of speaker and listener in
a coherent coupling. Such works follow the actual trend
in favor of sensori-motor models of perception (Gordon
et al., 2011) in general. It is interesting to notice that this
idea of joining both speaker and listener roles together re-
presents in a sense an instance of adversarial learning, at
least for all the times in a dialog, when speech turns over-
lap, a sign that the interlocutors are "fighting for the floor"
(Martine Adda-Decker and Habert, 2008).

Adversarial learning (where two algorithm compete
with opposite objectives in a common task) (Borodin and
El-Yaniv, 1998) or adversarial neural networks (Goodfel-
low et al., 2014) have already been tested recently for dia-
log generation, with interesting performances when com-
pared to reference scores (Liu and Lane, 2018).

We have the intuition that it would be worthwhile to de-
ploy the active learning paradigm in a dialog system at the
interface between natural language understanding and dia-
log management. First because adversarial learning would
provide better interpretation, through more focused explo-
ration of the valid interpretation search space. In addition,
adversarial learning can often palliate the lack of training
data by generating learning data for the adversary by trans-
forming positive examples from the existing learning mate-
rial into negative training examples for the adversary func-
tionality. And thirdly to explore the possible advantages
one could get from having a more cognitive oriented archi-
tecture, with reflective aspect that would enable finer dis-
tinctions between episodic and semantic memory content.
Of course, such experiments will have to guard against the
usual risk of divergence from the original data model and



overfitting.
On the practical side, we have identified the recently

released RASA STACK (Bocklisch et al., 2017) dialog
framework as a good candidate for being used as our ex-
perience platform, since it offers convenient support for
the three standard dialog functions : understanding, dialog
management and generation with convenient modules and
interface for state-of-the-art machine learning deployment
(POMDP, word embeddings, neural computations) in Py-
thon. Furthermore, the framework has an interactive trai-
ning system, with which the developer can interact to im-
prove decision making.

4. Conclusion
After recalling what is a dialog, we have reviewed what

we know about the various types of human memory and
how they map onto the standard functions found in spoken
language systems or chatbots. Then we have presented
the state-of-the-art in goal oriented dialog systems, with a
focus on memory based approaches. Using as support the
recent interest for sensory-motor models of perception,
in particular for explaining the nature of speech unit, we
have laid out a plan for testing 2 the benefit of having
chatbots with a more oriented cognitive model of memory
and the adversarial learning paradigm deployed at the
interface between the language understanding and dialog
management functions.
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